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Abstract—The Micro-expressions (MEs) carry specific non-
verbal information, for example the facial movement caused
by pain. However, as a consequence of their local and short
nature, it is difficult to detect MEs. This paper presents a novel
detection method by recognizing a local and temporal pattern
(LTP) of facial movement. In our system, with the purpose
of improving the detection accuracy, temporal local features
are generated from the video in a sliding window of 300ms
(mean duration of a ME). These features are extracted from a
projection in PCA space and form a specific pattern during ME
which is the same for all MEs. Using a classical classification
algorithm (SVM), MEs are then distinguished from other facial
movements. Finally, a global fusion analysis is applied on
the whole face to eliminate false positives. Experiments are
performed on two databases: CASME I and CASME II. The
detection results show that the proposed method outperforms
the most popular detection method in terms of F1-score
according to the analysis of multiple metrics.

Keywords-Micro-expression; Detection; Local temporal pat-
tern; Machine learning

I. INTRODUCTION

The facial expression is one of the most important exter-
nal indicators to reveal the emotion and the psychological
status of a person [1]. Among the facial expressions, the
micro-expressions (MEs) [2] are local and brief expressions
which appear involuntarily, particularly in the case of strong
pressure. The duration varies from 1/25 to 1/5 of a second
[2]. The involuntary nature makes it possible to affirm that it
represents the real emotions of a person [3]. The detection of
micro-expressions has many applications particularly in the
field of national security [3], medical care [4], and studies
on political psychology [5] and educational psychology [6].

To code the micro-expressions, the Facial Action Coding
System (FACS) [7] is widely used. FACS was created to
analyze the relationship between facial muscle deformation
and emotional expression. The action units (AUs) are the fa-
cial components of the FACS, which represent local muscle
movement. The AU index identifies the region(s) where the
ME occurs. Thus, the FACS system can help annotate the
appearance and dynamics of an ME in a video.

Since the 2000s, research on the automatic detection and
recognition of micro-expression (MEDR) has developed.
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Figure 1. MEDR research trend. The curve shows that the number
of articles on MEDR is increasing by year, mainly in the area of ME
recognition (bottom column), ME detection research has not yet attracted
sufficient attention (column at the top).

Figure 1 shows the trend of number of the MEDR research
articles. The number remains low and the results are not
yet very satisfactory because of the ME nature and also
the limited number of public ME database. However, there
have been more and more emerging studies in recent years.
Compared with ME detection, there are already numerous
studies on ME recognition. In addition, the recognition rate
is getting higher, e.g. in Davison [8], the highest recognition
accuracy reached 76.60%. However, most of ME recogni-
tions are performed between the onset and offset frame. In
the meantime, due to their short duration and low intensity,
micro-expressions are very difficult to detect. The detection
results of current proposed methods are not precise enough,
the detection rate is around 70% [9]. Even through the ME
samples are produced in a strictly controlled environment,
there are many false positives due to head movement or eye
blinking. What’s more, the metrics used to analyze the result
in different papers are divers. The accuracies are studied
per frame, per interval or per video, while the metric could
be TPR, ROC, ACC and other measures. It is difficult to
define one metric rather than another. This paper explores
an automatic system for detecting MEs which could:

• separate motions related to MEs from head movement
or eye blinking.

• detect the region where the ME occurs.
The principal contribution of this article is to propose a

novel ME detection method using a local temporal pattern
(LTP) extracted from a projection in PCA space. The origi-
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Figure 2. Example of local temporal pattern during an ME in the
right eyebrow region over a period of 300ms. (Video: Sub01 EP01 5 of
CASMEI)

nality of the approach is the utilization of a temporal pattern,
corresponding to the onset and offset of MEs. Specifically,
the pattern is same for all kinds of MEs. Therefore, the
detection is not limited to certain ME. This temporal pattern
is extracted from videos with or without MEs. Meanwhile,
the pattern corresponds to a length interval of the average
duration of an ME. The extraction of temporal characteristics
over a long interval is performed by calculating the distance
between the first frame and the nth frame of the interval.
In order to conserve the most significant variation, principal
component analysis (PCA) is first performed. The shape of
the curve in figure 2 represents the temporal variation from
the onset to the apex of the ME.

The second contribution concerns locating the region
where ME occurs. The particularity of the approach is the
combination of local and global treatments. The detection
of temporal patterns is done locally by ROI (Region of
Interest), a fusion system on the entire face then separates
MEs from other facial movements.

Finally, depending on the construction, the time position
of the onset of the ME can be determined, i.e. the indexes
of the frames where the patterns are detected.

The article is organized as follows: section II introduces
the related work on the detection of MEs; section III
describes our method by employing the temporal pattern for
ME detection; section IV presents the experimental results;
section V concludes the paper.

II. RELATED WORKS

Since the micro-expression is an involuntary facial ex-
pression, the majority of ME detection research is developed
based on spontaneous public databases. This section presents
the related research works by introducing their principal
method and utilized features. In addition, the advantages and
drawbacks of these method are discussed.

The main idea of most methods for ME detection is to
calculate the difference between their own features, which
means the differences between the first frame and the other
frames in a time window. Meanwhile, the utilized features

are diverse, including LBP, HOG, optical flow, integral
projection.

Moilanen et al. [10], [9] used linear binary pattern (LBP)
feature difference analysis to spot ME. MEs were then
extracted by thresholding and peak detection. Yan et al. [11]
quantified ME and spotted the apex frames by three feature
extraction algorithms: Constraint Local Model (CLM), LBP
and optical flow. Liong et al. [12] developed the method
and spotted the apex frame by employing a binary search
strategy. Patel et al. [13] utilized optical flow and then a
spatiotemporal integration to spot apex frame and identify
the location of onset and offset. Davison et al. [14] applied
3D-HOG as the feature distance measure to calculate the
dissimilarity between frames and detected the ME using
an individualized baseline. Liong et al. [15] spotted apex
frame by employing optical strain which is more effective
in identifying the subtle deformable facial muscle. Li et
al. [16] integrated a deep multi-task learning method for
the facial landmarks location to help detect the ME with
HOOF (histograms of oriented optical flow). Wang et al. [17]
proposed the main directional maximal difference analysis
of optical flow to spot the ME. Lu et al. [18] presented a
method with a low computation cost based on differences
in the Integral Projection (IP) of sequential frames for ME
detection.The main advantage of these approaches is to
be able to make comparisons between frames over a time
window of the size of an ME. However, they detect the
movement between frames, and not specifically the ME
movement. This is why the ability to distinguish MEs from
other movements (such as blinking or head movements)
remains weak.

Nowadays, methods utilizing machine learning are emerg-
ing. Xia et al. [19] utilized Adaboost model to estimate
the initial probability for each frame and then a random
walk model to spot the ME by considering the correlation
between frames. Hong et al. [20] proposed a multi-scale
sliding window based approach. LBP-TOP, HOG-TOP and
HIGO-TOP were extracted as feature and MEs were detected
by binary classification. Borza et al. [21] used the movement
magnitude across frames by simple absolute image differ-
ences, then Adaboost algorithm was applied to detect ME
frames. The machine learning process makes it possible to
avoid detecting certain movements when there is no ME
in the video. However, the classifier focuses primarily on
detecting a spatial pattern. Even though, features like LBP-
TOP extracts temporal characteristics in a small temporal
window, the duration is too short to represent a global
temporal movement pattern for ME. The temporal pattern
variation in a ME duration has yet to attract sufficient
attention. In addition, all of the above methods of machine
learning do not explicitly use the fact that the ME is a
local facial movement, and the extracted features from local
region are integrated into a feature which represents the
movement for entire face.



Figure 3. Overview of our LTP-ML method

Therefore, our method is proposed to detect ME using
directly a temporal pattern extracted from local region. Sev-
eral frames are taken into account to obtain a real temporal
and local pattern (LTP), and then analyzed by a classifier.
Even though the spatial pattern is not studied, the detected
facial motions are distinguished by a fusion analysis from
local to global. This method helps to improve the ability
to distinguish ME from other movements. In addition, it is
capable of finding the ME spatial location and the temporal
index of the onset of ME.

III. OUR METHOD - LOCAL TEMPORAL PATTERN -
MACHINE LEARNING

The proposed method consists of three parts: a pre-
processing to precisely detect facial landmarks and extract
the region of interets (ROIs), then the extraction of local
temporal pattern (LTP) on these ROIs and eventually the
detection of MEs. Since the LTPs are classified by machine
learning, our method will be presented as LTP-ML in brief.
Figure 3 displays the overall process.

A. Pre-processing: local ROI detection

As the ME is a local facial movement, a pre-processing is
performed on the face to determine local ROIs. The process
contains two stages. The first step is detecting 49 landmarks
(LMs) on human face for each image using the tool ’In-
traface’ [22]. The second step is to extract ROIs where the
MEs could possibly occur. These ROIs are generated in the
form of a square around the chosen landmarks. The length
of the side of the square a is determined by the distance L
between the LM #23 and #26, i.e. the distance between the
left and right inner corners of eyes: a = (1/5) × L. The
small length avoids the overlap of adjacent ROIs. Figure 4
illustrates the result of preprocessing on an image.

The ROIs include the regions of the two eyebrows
(ROI 1,4,5,6,7,10) and the contour of the mouth (ROI
32,35,38,41). These ROIs contain most evident muscle
movement of ME compared with ROI #2, 3, 8, 9 of eyebrow
and other ROIs of mouth region. The eye area is neglected
due to blinking. Because of the rigidity of the nose, two

Figure 4. Facial landmarks and ROIs distribution. 49 landmarks are
detected and ROIs are generated depending on the position of chosen
landmarks. 12 ROIs are generated in the region of eyebrows, nose and
mouth contour.( c©Xiaolan Fu)

Table I
CHOSEN ROIS AND RELATED AU INDEX

Facial region ROI index Related AU
Eyebrows 1, 4, 5, 6, 7, 10 1, 2, 4

Nose 11, 14 9
Mouth 32, 35, 38, 41 10, 12, 14, 15, 17, 25

samples on this region are chosen as a reference to eliminate
overall movements of the head (ROI 11,14). Table I gives
the link between AU and ROI location. Our selected ROIs
connects to the AUs where occur ME most frequently.

B. Feature extraction: Local Temporal Pattern extraction

The objective of this part is to extract LTPs allowing MEs
to be distinguished from other facial movements. Therefore,
the main texture deformations are extracted at gray level
over time for each ROI. First, local sequences that only
include one ROI are conducted. PCA [23] is then performed
on each ROI sequence to conserve the principal variation at
this region. Figure 5(a) illustrates this processing on one of
the ROI sequences.

Let N be the number of frames in a video, and a2 be the
size of the ROI, the size of matrix I processed by PCA is
a2 ×N . We note Ī ∈ Ma2,N (R) the mean value matrix of
each pixel in chosen ROI and Φ ∈M2,N (R) the projection
matrix in the PCA space reduced to the first 2 dimensions.
As the PCA energy analysis example shown in Figure 5(b),
these first two components can normally conserve more than
70% energy. The matrix P in size of 2×N , i.e. the projection
of I in the PCA space with first two dimensions, is obtained
by following formula:

[
P1(x) · · · PN (x)
P1(y) · · · PN (y)

]
= Φ×(

 I1(1) · · · IN (1)
. . .

I1(a2) · · · IN (a2)

−Ī)

Each point Pn represents the most significant regional mo-
tion for one frame, facial changes can be analyzed on the
time axis. A relation between the distance of the points and
the movement magnitude can be found: while the distance
gets larger, the magnitude increases.
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Figure 5. PCA process analysis. Figure 5(a) shows PCA per ROI among
all the video. A local sequence video of ROIj with N frames is processed
by the PCA on the time axis. Figure 5(b) shows a PCA energy analysis
example. The first 2 components can conserve more than 70% energy.
(Sub01 EP01 5 ROI1 of CASMEI)

Table II
DISTANCE DATASETS PER FRAME FOR ONE ROI VIDEO SEQUENCE

Frame index Original distances
1st frame ∆j(1, 2), · · · ,∆j(1,K + 1)

· · · · · ·
n th frame ∆j(n, n+ 1), · · · ,∆j(n, n+K)

· · · · · ·
N th frame 0, · · · , 0

The variation of the distances is then studied on the
sliding windows of each ROI. The duration taken is 300ms
to correspond to the average duration of a ME. The distance
between the first frame and the other frames in the interval
is calculated. Suppose there are K+1 frames in the interval,
the set of distances in this interval is:

{∆j(n, n+ 1), · · · ,∆j(n, n+ i) · · · ,∆j(n, n+K)}

Where i ∈ [1,K], j is the ROI index, n is the index of
the first frame in the interval, ∆j(n, n + i) represents the
euclidean distance between the point Pn+i of the (i+ 1)th

frame in interval and the point Pn of the first frame n in
interval.

Therefore, each frame has a dataset which consists of K
distances as listed in Table II.

As the movement magnitudes are not same in different
videos, these above distance sets need to be normalized. In
average, the curve reaches the top in 150ms (K/2) for the
ME. Thus, the normalization is applied depending on the
maximum distance in this period for each ROI:

∆jmax
= maxn=1···N, i=1···K/2(∆j(n, n+ i))

Then, the coefficient of normalization (CN) is computed
: CNj = 1/∆jmax

and the normalized distance is:

dj(n, i) =
∆j(n, n+ i)

∆jmax

= ∆j(n, n+ i)× CNj

Finally, CN is added to into the feature in order to
eliminate the movements which are too subtle. Suppose there
are J chosen ROIs, the features are connected in parallel.
Table III lists the constructed features of frame n, which is
a matrix of J × (K + 1).

Table III
FEATURE CONSTRUCTION OF ONE FRAME WITH ALL CHOSEN ROIS

ROI 1 CN1 d1(n, n+ 1), · · · , d1(n, n+K)
· · · · · · · · ·

ROI j CNj dj(n, n+ 1), · · · , dj(n, n+K)
· · · · · · · · ·

ROI J CNJ dJ (n, n+ 1), · · · , dJ (n, n+K)
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Figure 6. Temporal patterns of two different videos. Figures 6(a) and
6(b) illustrate the ME movements at ROI 32 and ROI 38 (the right and left
corners of the mouth) in the video Sub01 EP01 5 of CASME I. Emotion
of this video is labeled as joy, which is often expressed by mouth corner
displacement. The curves in Figures 6(c) and 6(d) present the movements
of the stress emotion at ROI 5 and ROI 6 (the inside corners of the right
and left eyebrows) in the video Sub01 EP01 5 of CASME I.The pattern of
curves in these four images are similar even through the ROIs and videos
are different.

C. ME detection

In this subsection, the ME detection is processed by two
steps : a local pattern classification and a global merge.

1) Local classification: Figure 6 shows that the LTPs are
identical regardless of the ROI and the ME type. In fact,
because the first two components of PCA retain the main
variations, the pattern is only influenced by the movement
in this local region. Thanks to the identical nature of the LTP
for ME, the local movements can be classified by machine
learning.

A supervised classification SVM is employed. To label
the database, the K/3 frames before ME onset are found to
retain the best pattern, where K+ 1 is the length of interval
as mentioned in the above section and K/3 is an empirical
value. Hence, the frames are annotated as shown in Figure
7.

The ROI index for training is then selected based on the
AU info for each video, as illustrated in Table IV. Although,
in the stage of recognition, the features are constructed by
entire chosen ROIs from all the videos. The results of local
detection are generated by LOSubOCV (Leave-One-Subject-



Figure 7. Frame label annotation diagram. The blue rectangle represents
an entire video, and the orange part means the ME sequence. Frames in
the range [onset- K/3, onset] are classified in label 1 and the rest frames
are labeled in 0.

Table IV
ROI SELECTION FOR TRAINING STAGE OF MACHINE LEARNING

AU condition ROI index Facial region
All given AU index lower than 6 1,4,5,6,7,10 Eyebrows
All given AU index larger than 9 32,35,38,41 Mouth contour

Otherwise all chosen ROIs Entire face

Out Cross Validation).
2) Global fusion: In this part, the false positives con-

cerning other movements and true negatives caused by our
recognition process are reduced by these three steps: a local
qualification, a spatial fusion and a merge process.

First of all, two thresholds TCN and Tdist are set to
eliminate the movements which are too subtle and may be
generated by noise, even through they have LTP pattern.
Furthermore, the frame number with label to 1 is limited
locally in an interval of length K. In fact, the duration of
ME is normally around K frames, and the optimal condition
is to detect all K/3 frames before the ME onset. Having
less than K/9 or more than K/2 patterns detected does not
correspond to an ME.

Secondly, in the part of spatial fusion, all ROIs which have
detected movement in one frame are integrated by certain
strategies to obtain a global detection result for entire face.
To reduce the number of false positive, the unrelated motions
are eliminated by the following rule. If there are more than
J/2 ROIs of entier face or more than one nose region that
have been detected with some movement, this motion is then
considered as a global head movement. What’s more, the
eye blinking leads to all the muscles around eye. Thus, if
all the ROIs of eyebrows detect movement, the ME detection
system supposes there is an eye blinking, and treat the
current frame as non-ME.

Thirdly, as the results are given per frame, the detected
ME frames distribute discretely, which brings many true
negatives, the nearby zones where have detected LTP are
merged.

IV. EXPERIMENTS AND RESULTS

In this section, the performance of LTP-ML is evalu-
ated by the comparison with the LBP-Chi-square-distance
method using two public databases. The results are analyzed
by video and by frames. In order to analyze the performance
of the global fusion, the contributions of each step are
illustrated. In addition, we compute the accuracy of detection
by emotion.

A. Method for comparison

The LBP-Chi-square-distance method (LBP-χ2) was first
proposed by Moilanen et al. in 2014 [10]. We use this
method to compare with, because it is the one that is most
commonly used in other articles to compare with their own
ME detection results. However, the majority methods [18],
[9] evaluate their results using ROC and AUC metrics, in
our method, these metrics are not suitable since there is no
valuable parameter to adjust. Moreover, the results presented
in [10] consider that the eye blinking is a true positive,
which is not the case of the ground truth in the databases.
As a result, we re-implement the method from the article
and succeed to achieve the same level of detection rate.

B. Database and experiment configuration

1) Database: Experiments are performed on two spon-
taneous ME databases: CASME I [24] and CASME II
[11]. The MEs in these two databases are labeled with
reliable ground truth, including the temporal location of
the onset, apex and offset of the ME. CASME I has two
sections : section A and section B because of two lighting
conditions and also two different resolutions. The essential
parameters of these two databases are listed in Table V. All
ME sequences in CASME I and CASME II are used in the
experiment.

2) Experiment configuration: The configuration of LBP-
χ2 method is based on the descriptions of the three articles:
[10], [25] and [20]. The face is divided into 36 blocks with
an overlap. The overlap rates in the direction of X and Y are
0.2 and 0.3 respectively. A uniform mapping is applied for
the LBP feature extraction from the block, the radius r is set
to r = 3, and the number of neighboring points p is set to
p = 8. The χ2 distances of the current frame are computed
in an 2×L+1 interval. L value for two databases are listed
in Table V. The ground truth of LBP-χ2 is put in the range
of [onset−L/2, offset+L/2].

For our LTP-ML method, the size of the time interval K
corresponds to 300ms according to the fps of each database
as shown in Table V, which is the average duration of a ME.
Training and recognition are performed using the software
Lib-SVM with linear kernel [26]. Since the dataset is very
unbalanced, these non-ME frames are sampled by 1 out of
8 for SVM training stage. The parameter of cost c for SVM
training is set to 5 and the weight w for each class are set
to 1 and 2.5 respectively. All frames are considered in the
testing stage. The results are obtained by LOSubOCV.

Since LTP-ML detects the special pattern of the onset of
local facial movement, the optimal condition is to detect
patterns in the interval of [onset−K/3, onset] and in the
meantime in [apex−K/3, apex]. Thus, the ground truth of
LTP-ML is defined by adding a K/3 shift to that of LBP-χ2,
i.e. [onset−K/3− L/2, offset−K/3 + L/2].



Table V
PRINCIPAL PARAMETERS AND EXPERIMENT CONFIGURATION FOR

CASME I AND CASME II

Database Subject ME sequence FPS L K
CASME I-A 7 96 60 21 18
CASME I-B 12 101 60 21 18
CASME II 26 255 200 65 60

Table VI
ME DETECTION RESULTS PER VIDEO ON CASME I AND CASME II BY
LBP-χ2 AND LTP-ML. THE RESULTS ARE EVALUATED IN TERM OF TP,

FP, TPR, PRECISION AND F1-SCORE, IN WHICH THE BEST RESULTS
ARE HIGHLIGHTED IN BOLD.

Database Method TP FP TPR Precision F1-score

CASME I-A LBP-χ2 53 91 0.55 0.37 44.16%
LTP-ML 80 111 0.83 0.42 55.75%

CASME I-B LBP-χ2 76 106 0.75 0.42 53.71%
LTP-ML 77 103 0.76 0.43 54.80%

CASME II LBP-χ2 221 134 0.87 0.62 72.46%
LTP-ML 229 148 0.90 0.61 72.47%

C. Result comparison with LBP-χ2

Since the original LBP-χ2 process do not perform merge
after the peak detection, the results obtained by our LTP-
ML method is firstly compared with LBP-χ2 without merge
process. To evaluate the performance, the detection result is
measured per video and per frame respectively.

1) Result comparison per video: It is necessary to deter-
mine whether the test video contains the ME clips. Hence,
the detection result per video is analyzed. In these two
databases, each video has one ME clip, and the false positive
detected peaks are determined by a non-overlap search
window (600ms). Table VI illustrates the result of LBP-χ2

and LTP-ML methods.
CASME I-A has 96 videos, and our method has detected

successfully 80 ME sequences. Even though the number of
false positive is little higher than LBP-χ2, the accuracy mea-
surements are higher than LBP-χ2 in TPR(Recall), precision
and F1-score, which indicates the LTP-ML performs better
than LBP-χ2. In the meantime, according to the chosen
measurement, the ME detection on CASME I-B and on
CASME II performs slightly better than that of LBP-χ2.

The proportions of ME frames are 0.19 for CASME I
and 0.38 for CASME II. Moreover, the facial resolution of
CASME I-A is higher than that of CASME I-B, the ROI
contains more pixels but also brings more noise. Depending
on the above comparison, our LTP-ML method performs as
well as LBP-χ2, and it performs better in the case of more
facial movements and more noise in CASME I-A.

2) Result comparison per frame: The LTP features are
extracted from each frame. In addition, local classification
and the first two steps of global fusion are performed on
frame. The accuracy measurement per frame can demon-
strate the ME-NonME recognition ability of our method. The
confusion matrix in our article is constructed as [TPR, FNR;
FPR, TNR], and the matrix for the two detection methods

Table VII
ME DETECTION CONFUSION MATRIX PER FRAME ON CASME I AND

CASME II. THE BEST RESULTS ARE HIGHLIGHTED IN BOLD.

Database LBP-χ2 LTP-ML
ME Non-ME ME Non-ME

CASME I-A ME 0.05 0.95 0.23 0.77
Non-ME 0.02 0.98 0.08 0.92

CASME I-B ME 0.07 0.93 0.22 0.78
Non-ME 0.02 0.98 0.05 0.95

CASME II ME 0.09 0.91 0.24 0.76
Non-ME 0.02 0.98 0.09 0.91

Table VIII
DETECTION RESULT PER FRAME ON CASME I AND CASME II BY
LBP-χ2 AND LTP-ML. THE RESULTS ARE EVALUATED IN TERM OF

ACC, PRECISION AND F1-SCORE, IN WHICH THE BEST RESULTS ARE
HIGHLIGHTED IN BOLD.

Database Method ACC Precision F1-score

CASME I-A LBP-χ2 78.75% 38.35% 8.78%
LTP-ML 77.90% 43.24% 29.87%

CASME I-B LBP-χ2 82.92% 46.34% 12.05%
LTP-ML 82.61% 45.67% 29.64%

CASME II LBP-χ2 64.08% 73.67% 15.66%
LTP-ML 65.07% 60.59% 34.96%

are shown in Table VII. Due to the absence of merging
the detected frames into temporal interval, the TPR is not
very high. Compared to the result of LBP-χ2, our method
outperforms LBP-χ2 for ME detection because the TPR of
our method is higher than 20% while the percentage of TPR
of LBP-χ2 is lower than 10%. In the meantime, since there
are some facial motions have similar pattern as LTP for ME,
the non-ME detection result of our method is slightly lower.
Although, the FPR is maintained relatively low, 0.08 for the
CASME I-A, 0.05 for CASME I-B and 0.09 for CASME
II.

In order to confirm the effectiveness of our method, three
metrics i.e. ACC, precision and F1-score are chosen because
they are most commonly used for the evaluation of machine
learning method. The results are listed in Table VIII. First
of all, the average ACC of our method can be maintained
at 75%. However, the obtained results make it difficult to
compare with LBP-χ2 in term of ACC and precision. In
addition, our method outperforms LBP-χ2 in term of F1-
score for each database. As a result, our LTP-ML method
can detect more ME frames while maintaining an acceptable
FRP and a better classification performance. Furthermore,
to eliminate the false negative, the frames detected by LTP-
ML are then merged. Table IX shows the final LTP-ML
detection result with merge process. Compared with the
results without merge, the TPR and F1-score value have
increased after the merge process.

D. Distribution analysis of each step in global fusion

As described in section III, the global fusion is divide
into three steps: local qualification, spatial fusion and merge
process. The accuracy measurement for each step should be



Table IX
LTP-ML DETECTION RESULT WITH MERGE PROCESS ON CASME I AND

CASME II. THE RESULTS ARE EVALUATED IN TERM OF TPR, FPR,
ACC, PRECISION AND F1-SCORE, IN WHICH THE BEST RESULTS ARE

HIGHLIGHTED IN BOLD.

Database TPR FPR ACC Precision F1-score
CASME I-A 0.37 0.13 76.35% 41.70% 39.14%
CASME I-B 0.34 0.09 80.95% 42.19% 37.92%
CASME II 0.55 0.19 71.00% 63.81% 59.09%
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Figure 8. Example of global result obtained by each step in global fusion.
The X axis is the frames index, the Y axis is the predicted label, the red
curve represents the ground truth for this video and the blue curve is our
global detection result.(CASME I Sub08 EP12 2 1)

studied to improve the efficiency of decreasing the FP and
FN. The process is analyzed on two levels, one is detection
result per ROI and the other one is global result per frame
by combining all ROIs. Supposing the dataset of results per
ROI XR is defined as {XROI1 , · · · , XROIj , · · · , XROIJ},
the global result can be obtained by the following conditions:

XG =

{
1 ∃XROIj = 1, j ∈ [1, J ]

0 otherwise

Figure 8 illustrates an example of the contribution of each
step to the global result. The first layer in the figure shows
the global result DGoriginal

obtained directly by the local
recognition (LR). The second, third and fourth layers give
the global results DGLQ

, DGSF
and DGMG

after local
qualification (LQ), spatial fusion (SF) and merge process
(MG) respectively over the dataset of XRoriginal

. And the
fifth layer is the result of DGGF

, in other words, the final
result after three global fusion steps (GF).

As shown in the second and third layer of figure, the local
qualification and spatial fusion eliminate the detected peaks
which do not fit the selection criteria, meanwhile there is
a risk that some TP frames are deleted. In the other side,
the merge process puts the neighboring detected frames into
an interval who has appropriate length. The figure at fifth
layer illustrates the result with three steps of global fusion.
Merged intervals that meet the requirement of LQ and SF
are conserved.

Table X
ANALYSIS OF EACH STEP GF ON CASME II. THE RESULTS ARE

EVALUATED IN TERM OF TP, FP, TPR, FPR, ACC. THE BEST RESULT
OF ACC IS HIGHLIGHTED IN BOLD.

TP FP TPR FPR ACC
LR 15855 11141 0.65 0.28 0.69
LQ 9492 5443 0.39 0.14 0.68
SF 6429 4257 0.26 0.11 0.65
MG 19778 18105 0.81 0.46 0.65
GF 13444 7624 0.55 0.19 0.71

Table XI
DETECTION RESULTS PER EMOTION IN TERM OF ACC ON CASME I

Emotion CASME I-A CASME I-B
NbVideo ACC NbVideo ACC

Tense 48 0.77 23 0.81
Happiness 4 0.79 5 0.71
Repression 30 0.79 10 0.79

Disgust 4 0.80 42 0.81
Surprise 7 0.82 14 0.84

Contempt 4 0.68 6 0.86
Fear 1 0.55 1 0.72

The contribution is then evaluated for CASME II by
accuracy metrics, as listed in Table X. The local qualification
and spatial fusion can largely reduce the FP frames while the
TP number is also decreased. Conversely, the merge process
increase the number of both TP and FP. The combination of
these three steps can reach to a balance, the ACC increases
to 0.71 while the FPR is acceptable and the TPR is slightly
impacted..

E. Detection per emotion

The databases are labeled by emotion type and AU
information. The positions of chosen ROIs are related to the
labeled AU. Hence, the detection performance per emotion
is worth to analyze. Table XI lists the measurement per
frame for CASME I. Despite of fear emotion with only
one video sequence, there is nothing significant found by
the analysis of ACC measure. While the tense and surprise
emotion are mostly linked to the AU1, AU2 and AU4 of
eyebrow, the emotion of happiness and repression always
lead to the mouth movement. Even though the different
emotion links to different AU, the type of emotion does not
influence the detection result. Moreover, the result confirms
that our proposed LTP is identical regardless of the ROI and
the ME type.

V. CONCLUSION AND FUTURE WORKS

The LTP-ML method detects MEs using a local temporal
pattern of facial movement, which is the same pattern for all
the ROIs and alls the ME types. MEs can be distinguished
from other movements by this pattern. A supervised learning
algorithm is utilized to achieve this goal. In addition, this
pattern allows us to identify spatial location where the ME
occurs. Moreover, PCA is performed to facilitate the classi-
fication through the SVM by reducing the data dimension.



In future work, even though our method outperforms LBP-
χ2, there is plenty work to be done in this reducing false
positives. In addition, more facial regions connected to ME
movement should be considered, and the machine learning
performance need to be improved to enhance the ability of
distinguishing LTP and other motion pattern. Meanwhile,
experiments should be performed on other databases, and the
results should be compared with other methods, which is a
difficult task because each method offers its own measures.
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