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Abstract—Deception is a very common phenomenon and its detection can be beneficial to our daily lives. Compared with other
deception cues, micro-expression has shown great potential as a promising cue for deception detection. The spotting and recognition
of micro-expression from long videos may significantly aid both law enforcement officers and researchers. However, database that
contains both micro-expression and macro-expression in long videos is still not publicly available. To facilitate development in this field,
we present a new database, Chinese Academy of Sciences Macro-Expressions and Micro-Expressions (CAS(ME)2), which provides
both macro-expressions and micro-expressions in two parts (A and B). Part A contains 87 long videos that contain spontaneous macro-
expressions and micro-expressions. Part B includes 300 cropped spontaneous macro-expression samples and 57 micro-expression
samples. The emotion labels are based on a combination of action units (AUs), self-reported emotion for every facial movement, and
the emotion types of emotion-evoking videos. Local Binary Pattern (LBP) was employed for the spotting and recognition of macro-
expressions and micro-expressions and the results were reported as a baseline evaluation. The CAS(ME)2 database offers both long
videos and cropped expression samples, which may aid researchers in developing efficient algorithms for the spotting and recognition
of macro-expressions and micro-expressions.

Index Terms—Macro-expression and micro-expression spotting, macro-expression and micro-expression recognition, micro-
expression database, facial action coding system.
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1 INTRODUCTION

INTERPERSONAL deception is a common aspect of hu-
man social interaction. Despite people’s experiences

with deceiving and being deceived by others, lies are
notoriously difficult to detect, even for the skilled ex-
pert in law enforcement field. As a traditional system
for lie detection, the polygraph is the extensively em-
ployed method as it can monitor uncontrolled changes
in heart rate and electro-dermal responses, as a result
of the subjects’ arousal during telling a lie. However,
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the recording process of polygraph is intrusive and
subjects may employ countermeasures to hide their true
thoughts [1]. Recently, another possible index of lying,
micro-expression, which is characterized by short dura-
tion, low intensity and typically local movements, has
drawn the attention of affective computing researchers
and psychologists. Micro-expressions are rapid and brief
expressions that appear when individuals attempt to
conceal their genuine emotions, especially in high-stake
situations [2][3]. Ekman has even claimed that micro-
expressions may be the most promising cues for lie
detection [3].

Unlike a polygraph, the micro-expression can be
captured with an unobtrusive camera during interaction
or interviews, thus, subjects may not be aware that they
are being monitored. Therefore, the automatic spotting
of micro-expressions from video streams in interrogation
interview contexts may significantly aid law enforcement
officers in detecting suspects’ usual or deception clues.
Despite the potential of automatically spotting micro-
expression from long videos, publicly available databas-
es with micro-expression embedded in long videos re-
main rare.

In this paper, we first reviewed previous studies
regarding the construction of facial expression databases
(including conventional and micro-expression) and ef-
forts in the automatic spotting and recognition of facial
expressions by previous investigators. Then we revealed
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promising improvements according to previous research
and presented our new database: the , Chinese Academy
of Sciences Macro- and Micro- expression (CAS(ME)2)
database. In the third part of this paper, we conducted
a database baseline evaluation and presented relevant
results.

The paper was organized as follows. In Section 2,
we review previous studies regarding the construction
of facial expression databases, efforts in the automatic
spotting and recognition of facial expression by previous
investigators, analyses of previously employed emotion
induction methods and the characteristics of CAS(ME)2.
In section 3, basic profile of this database, including the
elicitation materials and procedure, coding and labelling
process and user guide, are introduced. In Section 4,
a database baseline evaluation is conducted and the
relevant results are presented, while the paper ended in
Section 5 with discussion and conclusions.

2 RELATED WORK

2.1 Analyses of previous facial expression databas-
es

To date, numerous methods and algorithms for automat-
ically spotting and recognizing emotions from human
faces have been developed [4][5][6]. Researchers have
primarily focused on general facial expressions, which
are usually referred to as macro-expressions, that can
be easily noticed and typically last for more than 1/2
of a second, up to 4 seconds [7]1. While the micro-
expressions are those that occur over a brief period of
time and can commonly go unnoticed. To be specific,
Micro-expressions are rapid and brief expressions that
appear when individuals attempt to conceal their gen-
uine emotions, especially in high-stake situations [9][10].
Compared with the research on macro-expressions,the
algorithms for micro-expression spotting and recognition
, are partly constrained due to the limited number
of micro-expression databases, especially databases that
contain micro-expression in long videos that can be
employed for automatic micro-expression spotting.

Substantial research has been conducted regarding
macro-expression recognition. This progress would not
have been possible without the construction of facial
expression databases, which have significantly facili-
tated the development of facial expression recognition
systems. Numerous facial expression databases, such
as the Japanese Female Facial Expression Database
(JAFFE) [11]; the CMU Pose, Illumination and Expres-
sion (PIE) database [12] and its new version the Multi-
PIE database [13]; and the Genki-4K database [14], have
been developed(see Table 1) [15][6]. However, these
databases only contain still facial expression images that
represent different emotional states.

Still facial expression images contain less facial mo-
tion information than dynamic facial expression image

1. Some researchers thought the duration of macro-expression to be
1/2 second to 2 seconds [8].

sequences, which are more discriminant for recognizing
expression. Therefore, researchers are becoming attentive
to dynamic information and have developed several
databases that contain dynamic facial expression image
sequences rather than still images, such as the RU-
FACS database [16], the MMI facial expression database
[17], Cohn-Kanade database (CK) [18] and the GEMEP
database [19].

However, these databases only include posed expres-
sions (i.e., the participants were asked to present or pose
certain facial expressions, such as happy and sad expres-
sions ) rather than naturally expressed or spontaneous
facial expressions. Previous studies have indicated that
posed expressions may differ in appearance and timing
from spontaneously occurring expressions [20] (For a
detailed survey of posed and none-posed databases,
refer to Sariyanidi et al. [6]). Therefore, a database
that contains spontaneous facial expressions would have
more ecological validity.

To address the issue of facial expression spontane-
ity, Lucey et al. [21] developed the Extended Cohn-
Kanade Dataset (CK+) by collecting numerous spon-
taneous facial expressions. However, this dataset only
included happy expressions that spontaneously occurred
between the participants’ facial expression posing tasks.
Mavadati et al. [22] constructed the Denver Intensi-
ty of Spontaneous Facial Action (DISFA) Database by
collecting participants’ spontaneous facial expressions
while they watched videos that were intended to elicit
spontaneous emotion expression and coded presence,
absence, and intensity of facial action units (AUs). Re-
cently, Mcduff et al. [23] presented the Affectiva-MIT
Facial Expression Dataset (AM-FED), which contains
naturalistic and spontaneous facial expressions collected
online from volunteers recruited on the Internet who
agreed to be videotaped while watching amusing Super
Bowl commercials. This database achieved improved
validity via the collection of spontaneous expression
samples recorded in natural settings. However, only
facial expressions that were understood to be related
to a single emotional state (amusement) were recorded;
self-reports on the the experiences of the participants
were not obtained. Wang et al. [24] published a new ex-
pression database, the natural visible and infrared facial
expressions (NVIE), with both posed and spontaneous
expression samples. They also collected self-reported
data to analyze the effectiveness of emotion-eliciting
videos and compared the differences between posed
and spontaneous expressions by analyzing their thermal
differences. This study provide an excellent example
of expression database construction. Zhang et al. [25]
recently published a new facial expression database of
three-dimensional (3D) spontaneous elicited facial ex-
pressions, the Binghamton Pittsburgh Four-dimensional
Spontaneous Expression Database (BP4D-Spontaneous),
which is coded based on participants’ self-reports, sub-
jective ratings from naive observers and the Facial Action
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Coding System (FACS), which improved the validity
of expression coding and labeling. However, only the
general self-reported feelings of participants were not
collected after each task, self-reports for every facial
movement during the tasks were collected to exclude
any unemotional movements that may contaminate the
database, such as blowing of the nose, swallowing of
saliva or rolling of the eyes.

2.2 Analyses of previous micro-expression
databases

Compared with numerous macro-expression databas-
es, however, databases that concern micro-expressions
are rare. To our knowledge, only six micro-expression
datasets were published, each with different advan-
tages and disadvantages (see Table 1): USF-HD [8];
Polikovsky’s database [26]; SMIC [27] and its successor,
an extended version of SMIC [28]; and CASME [29] and
its successor, CASME II [30].

These micro-databases have significantly facilitated
the development of automatic micro-expression recog-
nition. However, these databases only include cropped
micro-expression samples, which are not suitable for
automatic micro-expression spotting. The methods em-
ployed for emotion labeling were not consistent, emo-
tions were usually labelled according to the FACS, the
emotion type of the elicitation materials or both. These
methods offered the possibility of including some mean-
ingless facial movements in the database (such as blow-
ing of the nose, swallowing of saliva or rolling of the
eyes). In the CASME [29] and CASME II [30], the authors
attempted to collect participants’ self-reports after they
watched each emotional videos, as supplementary infor-
mation for emotion labeling. In this database, together
with the FACS and emotion type of elicitation material,
we collected participants’ self-reports for each of their
facial movements, which to the best extent guaranteed
the purity of the micro-expression database.

Based on the micro-expression databases, several
publications attempt to improve the development of
automatic micro-expression recognition. Polikovsky et
al. [26] employed a 3D-gradient descriptor for micro-
expression recognition. Wang et al. [31] treated a gray-
scale micro-expression video clip as a 3rd-order tensor
and applied Discriminant Tensor Subspace Analysis (DT-
SA) and Extreme Learning Machine (ELM) approaches
to recognize micro-expressions. However, subtle move-
ments involved in micro-expressions may be lost in the
process of DTSA. Pfister et al. [27] employed a temporal
interpolation model (TIM) and local binary patterns on
three orthogonal planes (LBP-TOP) [32] to extract the
dynamic textures of micro-expressions. Wang et al. [33]
used an independent color space to improve this work,
and they [34] also applied Robust PCA [35] to extract
subtle motion information regarding micro-expressions.
Liu et al. [36] proposed a simple yet effective Main Di-
rectional Mean Optical-flow (MDMO) feature for micro-

expression recognition. Xu et al. [37] proposed a Facial
Dynamics Map (FDM) to describe the motion pattern of
a micro-expression instance. Wang et al. [38] proposed
Sparse Tensor Canonical Correlation Analysis (STCCA)
for micro-expression recognition.

Compared with studies of micro-expression recog-
nition, studies of micro-expression spotting are rare.
Shreve et al. [39] primarily employed the facial s-
train and dense optical flow to detect and discriminate
macro-expressions and micro-expressions. Polikovsky et
al. [26][40] measured the duration of the three phases of
micro-expressions by a 3D-gradient descriptor. Moilanen
et al. [41] primarily employed LBP features to obtain
both temporal and spatial locations for micro-expression
spotting, but they used SMIC databases that includ-
ed cropped micro-expression samples that include the
frames of micro-expressions from onset to offset or the
CASME database that include videos that are not very
reasonable for micro-expression spotting - shortest video
that only lasts 0.2 seconds.

Therefore, research on micro-expression spotting was
primarily constrained by the development of micro-
expression databases that contain micro-expressions in
long videos. To our knowledge, there is no publicly
available database that contains micro-facial expressions
in long videos that can be used for micro-expression
automatic spotting. The only related study on micro-
expression spotting from long videos was conducted
by Shreve [8][39], who applied a spatio-temporal strain
method on a database with expression samples collected
from different sources2. However, this database is not
publicly available.

2.3 Analyses of previous emotion induction meth-
ods

In previous studies that construct facial expression
databases, different types of emotion induction methods,
such as emotional acting, other manipulation methods
(olfactory stimulation, interview, and social challenge),
and film watching, were employed (see Table 1); each
method has advantages and disadvantages.

In the first method, emotional acting (JAFFE, PIE,
multi-PIE,and GEMEP), participants or actors are asked
to perform certain types of emotional facial expressions.
This method is always criticized for the elicitation of
posed expressions, which differ from spontaneous ex-
pressions in the utilized facial muscles and their dy-
namics [42][43]. For instance, many types of spontaneous
smiles are smaller in amplitude, longer in total duration,
and slower in onset and offset times than posed smiles
[44][45].

In the second method, a series of tasks (such as the
BP4D), such as olfactory stimulation to elicit disgust,
interviews, the cold pressor test to elicit pain, and social
challenges to elicit anger followed by reparation were

2. 56 videos from USF database, not public available; 6 video from
Canal-9 political debates and 3 low quality video from the internet.
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TABLE 1
The previous macro-expression and micro-expression databases

Databases Numbers Emotions include Induction
methods

Posed or Spon-
taneous

Tagging Database
includes

JAFFE 10
subjects

6(happiness/sadness/surprise
/anger/disgust/fear)

Acting Posed Raters rating Conventional/
Macro-
expressions

PIE 337 sub-
jects

4(neutral/smiling/
blinking/talking)

Acting Posed Pose and
Expression-
labeled

Conventional/
Macro-
expressions
and poses

Multi-PIE 337 sub-
jects

6(neutral/smile/surprise
/squint/disgust/scream)

Acting Posed Pose and
Expression-
labeled

Conventional/
Macro-
expressions

Genki-4K 4000 im-
ages

Smiling or non-smiling Download from
the web

Not given Pose- and
Expression-
labeled

Conventional
expression
images

RU-FACS 100 sub-
jects

Not given False opinion
paradigm
interviews

Posed and
spontaneous

FACS Conventional/
Macro-
expressions

MMI 52
subjects

6(anger/happy/sad/
surprise/fear/disgust)

Acting Mostly posed FACS Conventional/
Macro-
expressions

CK 100 sub-
jects

Smile Acting and film
watching

Posed and
Spontaneous

FACS Conventional/
Macro-
expressions

CK+ 593
videos

Smile Acting and film
watching

Posed and
Spontaneous

FACS Conventional/
Macro-
expressions

GEMEP 7000 au-
diovisual
emotion
portray-
als

18 emotions Acting Posed FACS Conventional/
Macro-
expressions

DISFA 27
subjects

5(joy/surprise/ dis-
gust/sad/fear)

Film watching Spontaneous FACS Conventional/
Macro-
expressions

AM-FED 242
videos

Smile Film watching Spontaneous FACS Conventional/
Macro-
expressions

NVIE 215 sub-
jects

7(happiness/sadness/surprise
/fear/anger/disgust)

Acting and film
watching

Posed and
Spontaneous

Raters rating Conventional/
Macro-
expressions

BP4D 41subjects 8(happiness or amusement/
Sadness/Surprise or startle/
Embarrassment/Fear or
nervous/ Pain/Anger or
upset/Disgust )

Combined
(inter-
views/planned
activities/ film
watching/cold
pressor test/
social chal-
lenge/Olfactory
stimulation)

Spontaneous FACS Conventional/
Macro-
expressions

USD-HD 100 sam-
ples

6 (basic emotion) Acting Posed Micro/non-
Micro
expressions

Micro/non-
Micro
expressions

Polikovsky’s database 42
samples

6 (basic emotion) Acting Posed FACS Micro-
expressions

SMIC 77 3 (Positive/Negative/surprise) Neutralization Spontaneous Self-reported Micro-
samples paradigm emotion expressions

SMICII
HS 164 sam-

ples 3(Positive/Negative/surprise) Neutralization Spontaneous Self-reported Micro-expressions
VIS 71

samples
paradigm emotion

NIR 71
samples

CASME 195 7 (basic emotion) Neutralization
paradigm

Spontaneous Emotion/FACS Micro-
expressions

CASMEII 247 5 (basic emotion) Neutralization
paradigm

Spontaneous Emotion/FACS Micro-
expressions
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employed [25]. Although these methods have relatively
high ecological validity in eliciting spontaneous expres-
sions, they have limitations regarding the effectiveness
of the elicitation of certain emotions or expressions. Ex-
pressions elicited with these methods may vary in their
characteristics, such as duration and intensity, which
renders them less comparable between each other.

The most extensively employed method for eliciting
emotion or spontaneous facial expression is film watch-
ing (DISFA, AM-FED, SMIC, extended version of SMIC,
CASME and CASMEII). Video episodes have a relatively
high degree of ecological validity [46] and are usually
better than pictures in term of emotional valence. Video
episodes are lasting and dynamic emotional stimuli,
making inhibition more difficult. Therefore, film watch-
ing was employed in the construction of this database.

2.4 Characteristics of current database: CAS(ME)2

Considering the previously mentioned issues, we
present the CAS(ME)2) database, which includes both
spontaneous macro-expressions and micro-expressions
in long videos (part A) and cropped expression samples
with frames from onset to offset (part B) for auto-
matic macro-expression and micro-expression spotting
and recognition training. The main contributions of this
database are summarized as follows:

• This database is the first publicly available database
that contains both macro-expressions and micro-
expressions in long videos, which facilitates the
development of algorithms for spotting micro-
expressions from long video streams.

• All macro-expressions and micro-expressions sam-
ples were collected from the same participants in
the same experimental conditions, which enables
researchers to develop more efficient algorithms to
extract features that are better able to discriminate
macro-expressions and micro-expressions and com-
pare the differences in their feature vectors.

• The difference in AUs between macro-expressions
and micro-expressions can be acquired by the algo-
rithms tested on this database.

• The database employed the combination of FACS
AUs, the emotional type of the elicitation videos and
participants’ self-reported emotions for each expres-
sion sample. After the expression-inducing phase,
the participants were asked to watch the videos of
their recorded facial expressions and provide a self-
report for every expression. This procedure enabled
us to exclude almost all emotion-irrelevant facial
movements and obtain relatively pure expression
samples. The self-reported emotions for every ex-
pression sample were also provided, they can be
employed for comparison with the AUs displayed
by the participants.

This paper is an extended version of our paper presented
at the International Conference of Human-Computer
Interaction International (HCII 2016)[47]. The differences

here are that we added the micro- and macro-expression
embedded in long videos that can be used in auto-
matic micro-expression spotting. We also conducted an
automatic micro-expression spotting evaluation. In the
following sections, we will firstly describe the database
and its elicitation and coding procedures. We will also
provide some basic evaluation results of the automatic
spotting and recognition on this database as the baseline
performance measure.

3 CAS(ME)2 DATABASE PROFILE

The CAS(ME)2 database contains two parts: Part A and
Part B. Part A consists of 87 long videos that contain
both macro-expressions and micro-expressions. Auto-
matic macro-expression and micro-expression spotting
were tested on this part using an appearance-based
feature difference analysis method; the results were re-
ported. Part B includes 357 cropped expression samples
with 300 macro-expressions and 57 micro-expressions.

These expressions were filmed using a camera. The
expression samples were selected from more than 600
elicited facial movements and were coded with the onset,
apex, and offset frames3, with AUs marked and emotions
labeled [30].

To enhance the reliability of the emotion labeling, we
obtained an additional emotion label by asking partic-
ipants to review every recorded facial movement and
give self-reported emotional experiences associated with
each facial movements.

Macro-expressions with a duration of more than 500
ms and less than 4 s were selected for inclusion in
this database [7]. Micro-expressions with a maximum
duration of 500 ms were also selected.

The steps of the data acquisition and coding pro-
cesses are presented in the following subsections. Table
2 presents descriptive statistics for the expression sam-
ples with different durations, which include 300 macro-
expressions and 57 micro-expressions, defined in terms
of total duration. Fig. 1 shows examples of a micro-
expression (a) and a macro-expression (b). Considering
that the intensity of these expressions is relatively low,
we also provided the video clips that correspond to these
two expressions to better illustrate their difference as
supplementary materials. The distribution of expression
samples according to both participants and emotion
classes is also necessary when the expression databases
are present [21] [48] [49]. Table 3 lists the numbers
of samples according to each participant and different
emotion classes in CAS(ME)2.

3.1 Participants and Elicitation Materials

Twenty-two participants (13 females and 9 males), with a
mean age of 22.59 years (standard deviation = 2.2), and

3. The onset frame was the first one which changes from the baseline
(usually neutral facial expressions). The apex-1 frame is the first one
that reached highest intensity of the facial expression and if it keeps
for a certain time, the apex-2 frame is coded.
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1 5 153 10

1 11 376 29

a

b

Fig. 1. Examples of micro-expression (a) and macro-expression (b). The apex frame presents at about frame 5 for the
micro-expression and frame 11 for the macro-expression, which are all represents the negative emotion (anger). The
AUs related on these two expressions are all AU4 (inner brow).

TABLE 2
Descriptive statistics for macro-expressions and

micro-expressions

Expression type Number
Total Duration

Mean (ms) Standard Deviation
Macro-expression 300 1303 651
Micro-expression 57 419 66

an age range from 19-26 were recruited. All provided
informed consent to the use of their video images for
scientific research.

For the expression elicitation materials, nine emo-
tional videos were selected from twenty videos that
were rated by 20 other raters for their ability to in-
duce expressions4. Based on the ability to elicit micro-
expressions observed in previous studies, only three
types of emotion-evoking emotion videos (videos that
evoked disgust, anger, and happiness) were employed
in this study. Their length ranged from 1 minute to
approximately 2 minutes and 30 seconds (see Table 4).
Two disgust-evoking emotion videos, two anger-evoking
emotion videos, and five happiness-evoking emotion

4. Seventeen emotion videos used in previous studies [10] and 3 new
emotion videos downloaded from the internet were rated with regard
to their ability to elicit facial expressions. Twenty participants rated
the main emotions associated with these emotion videos and assigned
them arousal intensity scores from 1 to 5 (1 represents the weakest
intensity, and 5 represents the strongest intensity).

TABLE 3
Numbers of samples and frames according to

participants and emotions

Participant Number Positive Negative Surprise Others
1 3 10 4
2 13 26 3 12
3 2 3
4 3
5 1 1
6 1 5 10
7 1 1 9
8 13 16 2 1
9 4 5
10 2 4
11 14 23 1 5
12 1
13 12 1 6
14 1 3 14 14
15 21 26 4 3
16 1 3
17 1 2
18 1 1
19 3 1
20 17 3 3
21 12
22 3 2
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LED lamp

Camera

Umbrella

reflectors

Participant’s

monitor

Participant

Fig. 2. The capturing environment.

videos were chosen5. Each emotion video predominantly
elicited one type of emotion.

TABLE 4
Participants’ ratings on the 9 emotion videos

Number Duration Emotion Rate of Selection Mean Score
1 1’07” Disgust 0.86 4.14
2 1’35” Disgust 0.92 4.33
3 1’57” Anger 0.75 4.5
4 2’24” Anger 0.77 3.92
5 1’18” Happiness 0.92 4
6 1’32” Happiness 0.86 3.07
7 1’16” Happiness 0.86 3.28
8 1’48” Happiness 0.73 3.64
9 1’09” Happiness 0.71 3.17

3.2 Elicitation Procedure

During the elicitation procedure, each participant was
seated in front of a Logitech Pro C920 camera (with
30 frames per second, and the resolution was set to
640× 480 pixels), which was set on a tripod behind the
monitor to record the full-frontal face of the participant.
The participants were seated in a room with two light-
emitting diode (LED) lights (see Fig. 2). The nine video
episodes were presented by the experimenter in random
order. The participant was told to closely watch the
screen and maintain a neutral face.

Because the elicitation of micro-expressions requires
strong motivation to conceal truly experienced emotions,
motivation manipulation protocols were needed. Follow-
ing the neutralization paradigm that were employed in
previous studies [10], the participants were informed
that the purpose of the experiment was to test their
ability to control their emotional expressions, which was
strongly related to their social success. The participants

5. We chose five happiness-evoking videos because: Firstly, all the
five happiness-evoking emotion videos were rated and selected for
their relatively high ability to elicit happiness. Secondly, we chose five
videos because the happy micro-expression was relatively difficult to
elicit and happy expression maybe easier to suppress compared with
other kind of facial expression such as disgust or fear. Therefore, we
chose more than two elicitation videos (five happiness-evoking videos)
to ensure the number of happy micro-expressions.

were also told that their payment would be directly relat-
ed to their performance. To reduce noise and detection
loss when applying automatic spotting algorithms, we
informed the participants beforehand to avoid making
large head movements. To ensure that the participants
watched the emotion-eliciting films on the screen, we
also asked participants to keep their eyes on the screen
as much as possible.

After watching all nine emotion-eliciting videos, the
participants were asked to review the recorded videos
of their faces to identify any facial movements and
provided a self-report of the inner feelings that they had
experienced during every facial movement (when they
were not sure about the emotional feelings associated
with a certain facial movement, they could review the o-
riginal emotion-eliciting video). These self-reports of the
feelings associated with each expression were collected
and employed as a separate emotion labeling system,
as described in the following section. Only the facial
movements that were reported with emotional meaning
were included in this database.

3.3 Coding Process

Two well-trained FACS coders coded the videotaped
facial expression videos for the presence and duration
of emotional expressions in the upper and lower facial
regions frame-by-frame. This coding required classifying
the emotion exhibited in each facial region in each frame;
recording the onset time, apex time and offset time
of each expression; and arbitrating any disagreement
that occurred between the coders. The coders coded 28
different AUs (the most frequently occurred AU is AU12
which occurred 129 times) and classified all emotions
into four emotion labels: positive, negative, surprise and
others. When the coders could not agree on the exact
frame of the onset, apex or offset of an expression,
the average of the values specified by both coders was
employed. The two coders achieved a coding reliability
(frame agreement) of 0.82 (from the onset frame to
the offset frame). The coders also coded the AUs of
each expression sample. The reliability between the two
coders was 0.8, which was calculated as

R =
2×AU(C1C2)

AllAU
(1)

where AU(C1C2) is the number of AUs on which Coder
1 and Coder 2 agreed and AllAU is the total number of
AUs in the facial expression scored by the two coders.
The coders discussed and arbitrated the disagreements
[30].

3.4 Emotion Labeling

When labeling the emotions that are associated with
facial expressions, previous researchers have usually
employed the emotion types that are associated with the
corresponding emotion-evoking videos and employed
the FACS AUs as the ground truth [28][30]. However, an

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at  http://dx.doi.org/10.1109/TAFFC.2017.2654440

Copyright (c) 2017 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



IEEE TRANSACTIONS ON AFFECTIVE COMPUTING 8

emotion-evoking video may consist of multiple emotion-
evoking events. Therefore, the emotion types that are
estimated according to the FACS and the emotion types
of the evoking videos are not representative, and many
facial movements such as blowing of the nose, blinking,
and swallowing of saliva may also be included among
the expression samples.

In addition, micro-expressions may differ from
macro-expressions because they may occur involuntarily,
partially and in short durations; thus, the emotional
labeling of micro-expressions that is only based on the
FACS AUs and the emotion types of the evoking videos
is incomplete. We must also consider the feelings that are
reflected in the self-reported emotions of the participants
when labeling micro-expressions.

In this database, a combination of AUs, emotion
types of expression-elicitation videos and self-reported
emotions for every facial movements was employed to
enhance the validity of the emotion labels. Table 5 lists
the emotion labeling criteria based on the FACS coding
results, the emotion types of the emotion-evoking videos
and the self-reported emotions.

In previous databases, facial expression samples were
typically classified into basic emotions, such as happi-
ness, sadness, surprise, disgust and anger [10] or more
general terms such as positive, negative and surprise[28].
In this database, we classified the facial expression sam-
ples into four categories positive, negative, surprise and
others according to the previously mentioned labeling
method (see Table 5). ”Positive” indicates the micro-
expression of positive emotions such as happy, de-
lightful, and amusement. ”Negative” indicates a micro-
expression associated with negative emotions such as
fear, disgust and anger. Usually, the ”surprise” expres-
sion is difficult to classify as either positive or negative;
therefore, we classified the surprise facial expression
into one independent class. ”Others” indicates micro-
expressions that have vague emotional meanings or
micro-expressions that are difficult to categorize into six
prototypical facial expressions.

3.5 CAS(ME)2 User Guide

The CAS(ME)2 database will be available online for
download for research purposes. Part A includes all 87
raw facial expression video clips (in rawvideo.zip with
.avi format) and image sequences (in rawpic.zip with
.jpg format) without any preprocessing. These video clip-
s and image sequences can be used for automatic macro-
expression and micro-expression spotting. Both the onset
and offset frame of macro- and micro-expression were
shown in the file CAS(ME)2code final.txt. In this file, the
second column represents the number of the expression
and the name of the video clip. For example, in the first
line, ”anger1 1” is the first expression from the anger1
video clip, and ’anger1’ is the name of the video clip.

Part B includes all 357 facial expressions with 300
macro-expressions and 57 micro-expressions (in select-

edpic.zip with .jpg format). The current database also
includes the cropped faces in the cropped.zip file and 68
feature points for each facial expression with the Active
Shape Model (ASM) [50]. For details, please refer to
Section 4.3.

The file CAS(ME)2code final.txt includes three sheet.
The first one, ”CAS(ME)2code final” includes nine
columns. The first column contains the number of par-
ticipants. The second column contains the number of the
expression and the name of the video clip. For example,
in the first line, ”anger1 1” is the first expression from
the anger1 video clip. The third column contains the first
frame for the expression. The fourth column contains the
apex frame of the expression. The fifth column contains
the last frame for the expression. The sixth column con-
tains the (AUs) (see FACS). The seventh column contains
the estimated emotion. The eighth column contains the
expression type (macro or micro expression). The ninth
column contains the self-reported emotion. The second
sheet introduces the naming rule of sub-files in the
three files(”rawvideo”, ”rawpic”, and”selectedpic”). For
example, ”s15” means the first subject in the present
database (third column). The third sheet includes the
naming rules of every single file. For example, the file
”15 0101disgustingteeth” means the facial recordings of
subject 1 when watching the video number (disgust1,
the first disgusting video).

4 DATABASE BASELINE EVALUATION

In this section, the LBP method [51][41] was employed
for macro-expression and micro-expression spotting e-
valuation. In Section 4.3, LBP-TOP [32] histograms were
employed for the expression recognition evaluation.

4.1 LBP and LBP-TOP

LBPs [51] are used on gray images to extract texture
features. Given the pixel c in the gray image, its LBP
code is computed by comparing it with its P neighbors
p. The neighbors lie on a circle with the center c and a
radius equal to R.

LBPP,R =
P−1∑
p=0

s(gp − gc)2
p

s(u) =

{
1 u ≥ 0;
0 otherwise.

(2)

where gc is the gray value of the given pixel c, and gp
is the value of its neighbor p. If the coordinates of c are
(xc, yc), the coordinates of p are (xc +Rcos(2πp/P ), yc −
Rsin(2πp/P )). The coordinates of the neighbors that do
not exactly fall on pixels are approximated by bilinear
interpolation. The LBP encoding process is illustrated in
Fig. 3.

LBP only extracts features of 2D objects. To extract
features of 3D object, Zhao et al. proposed the dynamic
LBP-TOP, which is a dynamic texture operator extended
from LBP [32].
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TABLE 5
Criteria for labeling the emotions and the frequency in the present database

Emotion Category Criteria Number Macro-expression Micro-expression
Positive AUs needed for Happiness, At least AU6 or AU12 was present 124 116 8
Negative AUs needed for Anger, Disgust, Sadness, Fear 126 105 21
Surprise At least AU 1+2, AU 25, or AU 2 was present 25 16 9
Others Other facial movements* 82 63 19

*Others include facial expressions that cannot be classified into basic emotions, such as tense and control, hurt, sympathy, confusing and helpless. Consistent with
previous studies, emotion labeling are partly based on the AUs because micro-expressions are usually partial and in low intensity. In addition, the participants’

self-reports on every single facial movements and the content of the video episodes were also considered.
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Fig. 4. Illustration of a spatiotemporal volume of a video,
the XY plane (original frames) and the resulting temporal
planes for LBP feature extraction.

Fig. 4 shows a micro-expression video clip and illus-
trates three orthogonal planes (XY, XT, and YT planes)
from a single row and column of the clips. The LBP-TOP
code is calculated by concatenating the LBP codes from
the planes. The XT and YT planes encode the vertical
motion patterns and the horizontal motion patterns,
respectively. LBP-TOP will be employed for expression
recognition evaluation in Section 4.3.

4.2 Expression Spotting Evaluation

A published LBP method [41] was employed to calculate
the differences in the appearance-based features of the
video frames within an alterable interval and automat-
ically estimate the spotting of movements from videos,
which can obtain both spatial and temporal locations.
Due to relatively large head movements, 28 videos were
not employed in the automatic spotting evaluation (see
Table 6). The eyes were taken as the tracked points
to perform nonreflective similarity transformation and
accomplish facial alignment. After facial cropping based
on the method [52], the face image was divided into 6
x 6 block structure (see Fig. 5). LBP histograms were
calculated for each block.

Fig. 5. An example of 6x6 block structure of a frame.

The average feature frame (AFF) represented the
average of the features of the tail frame (TF) and the
head frame (HF). HF denotes the k-th frame prior to the
currently analyzed frame (CF), and TF denotes the k-
th frame after the CF. The difference between AFF and
CF was obtained by calculating the chi-squared distance
of each pair of LBP histograms for every block; a total
of 36 difference values were calculated due to the 6x6
block structure. CF valued all n frames of a video, with
the exception of the first and last k frames of the video.
The 36 pairs of difference values of each frame were
arranged in descending order. Fi was defined as the
average of the M greatest difference values of the i-th
frame from all n frames, and M was set to 12 in this
experiment. To avoid noise interference, we employed
the contrasted difference vector Ci instead of Fi to
represent the difference values with

Ci = Fi −
1

2
(Fi+k + Fi−k) (3)

The threshold was used to obtain the peaks that repre-
sent the largest facial movement frames of the video. The
threshold was the dashed line shown in Fig. 6a and Fig.
6b, which was measured by

T = Cmean + p× (Cmax − Cmean) (4)

Cmean and Cmax demote the average difference value
and the maximum difference values, respectively , of
the entire video, and p is a variable parameter in the
range [0, 1]. We regarded spotted peak frames as valid
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TABLE 6
Numbers of 28 videos not used in the automatic spotting evaluation

Number of video Number of Subject Number of emotion video Number of expression sample
1 16 05 02
2 21 01 01
3 27 04 01
4 27 04 02
5 27 01 01
6 27 05 02
7 27 05 07
8 30 05 05
9 31 05 07
10 32 04 01
11 32 04 02
12 32 01 01
13 32 05 02
14 32 05 03
15 32 05 05
16 32 05 07
17 32 05 08
18 33 01 02
19 33 04 02
20 34 04 01
21 34 05 03
22 36 04 01
23 36 05 05
24 37 01 01
25 37 04 02
26 37 05 02
27 37 05 05
28 37 05 07

if they fell within the span of k/2 before or after the
onset or offset of the provided truth frames. This method
was used to spot both macro-expressions and micro-
expressions. Due to serious head movement, 28 videos
(i.e., 113 expressions) were eliminated. The 28 videos
are listed in Table 6. A total of 59 videos (i.e., 244
expressions) were used for the automatic spotting test.
For micro-expression spotting, k was set to 12 and p was
set to 0.25. Fig. 6a shows the difference values on the
vertical axis and the frame numbers on the horizontal
axis for all n frames. As a result, 69.8% spotted peak-
s were valid when eye blinks and macro-expressions
were also treated as true results in this experiment,
and 47.3% micro-expressions were spotted. For spotting
macro-expressions, k was set to 100 due to a longer
expression duration, and the P value was set to 0.45,
which was presented in the same manner as shown
in Fig. 6b, in which three positive macro-expressions
were spotted. Eventually, 70.1% spotted peaks were valid
when eye blinks were also treated as true results in this
experiment, and 75.7% macro-expressions were spotted.

If we vary T from 0 to Cmax, we obtain the ROC
curve in Fig. 7. When the false positive rate is small,

Fig. 6. An example of a contrasted difference vector of
all n frames from a video for micro-expressions(a) and
macro-expressions(b).

the slope of the curve is large. When false positive rate
is large, the curve is parallel to the line whose angle
with the abscissa is 45 degrees. This finding reveals that
when the false positive rate is large, the predications
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of LBP occur at the random level. For spotting facial
movements, the random probability of predication is 0.5
(movement or no movement).

We employed the area under curve (AUC) to evaluate
the performance of the spotting expression. The AUC
is a common evaluation metric for binary classification
problems. Consider a plot of the true positive rate vs the
false positive rate as the threshold value for classifying
an item as 0 or is increased from 0 to 1. If the classifier
is very good, the true positive rate will rapidly increase
and the AUC will be close to 1. If the classifier is not
better than random guessing, the true positive rate will
linearly increase with the false positive rate and the AUC
will be approximately 0.5.

The numbers of the blocks are 5× 5, 6× 6, 7× 7 and
8. The values of k are 6, 12, 18, 24, 48 and 96. The same
experiments are performed, the AUCs are listed in Table
7. As the blocks and k value increase, the AUC increases.

TABLE 7
AUCs on various blocks and k

Blocks 5× 5 6× 6 7× 7 8× 8

k = 6 0.5579 0.5608 0.5562 0.5626
k = 12 0.5927 0.5971 0.5982 0.6011
k = 18 0.6100 0.6157 0.6205 0.6208
k = 24 0.6157 0.6251 0.6268 0.6300
k = 48 0.6497 0.6559 0.6585 0.6639
k = 96 0.6564 0.6597 0.6619 0.6606

4.3 Expression Recognition Evaluation

To evaluate the database, we employed LBP-TOP his-
tograms [32] to extract dynamic textures and a support
vector machine (SVM) approach to classify these dynam-
ic textures.

To address the large variations in the spatial appear-
ance of faces, all faces were normalized to a template face
by registering 68 facial landmark points detected using
the ASM [50]. First, we selected the frontal face image M
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Fig. 8. The template face and 16 ROIs.

with a neutral expression as the template, and the coordi-
nates of 68 landmarks of the template face were detected
by ASM as ψM . Second, for a sample micro-expression
clip we detected the 68 facial landmarks on its first frame
as ψf1, and estimated the 2D geometric transformation
of the template face and the current given sample face
as: ψM = Tψf1, where T is the transformation matrix.
Third, we registered the sample face to the template by
applying the transformation T to all frames of the micro-
expression clip. Because the head movement in the video
clip is not significant, the transformation T can be used
for all frames in the same video clip. The sizes of each
frame of samples are normalized to 163× 134 pixels.

Because LBP-TOP is a local feature extraction
method, facial images need to be divided into serval
patches. We selected a frontal neutral facial image as
the template face and divided the template face into 16
regions of interest (ROIs). Each ROI corresponds to one
or more AUs. Fig. 8 shows the template face, in which
the 16 ROIs and the AUs corresponds to the ROIs [53].

In Part B, we use 356 video clip samples (face in one
video clip cannot be fitted by the ASM; video number
”disgust2 1” from the third participant). Among the 356
samples from 22 subjects, four frames are included in
the shortest sample, and the longest sample contains 117
frames. The frame numbers of all samples were normal-
ized to 120 via linear interpolation. Here, we employed
leave-one-subject-out (LOSO) cross-validation, i.e., in
each fold, one participant was employed as the test set,
and the other participants were employed as the training
set. After the analysis of 22 folds, each participant had
been used as the test set once, and the final recognition
accuracy was calculated based on all results.

We extracted LBP-TOP to represent the dynamic
texture features for each ROI and construct histograms.
Then, the histograms concatenated a vector as an input
for the classifier. A SVM classifier was selected, and the
RBF kernel was employed as the kernel function. For
LBP-TOP, the radii in axes X and Y (denoted as Rx and
Ry) ranged from 1 to 4, and the radii in axes T (denoted
as Rt) was assigned various values from 2 to 4. The
number of neighboring points (denoted as P ) in the
XY, XT and YT planes were set to four and eight. The
uniform pattern and the basic LBP were employed in
LBP coding. Table 8 lists the results.
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The lowest accuracy is 28.09% when Rx = 4, Ry = 4,
and Rt = 2. The best accuracy is 40.95% when Rx =
1, Ry = 1, and Rt = 4. The recognition performance is
sensitive to the parameters of LBP. In most cases, the
performances of P = 8 are better than the performance
of P = 4. The performance difference between P = 8 and
P = 4 is approximately 8% when Rx = 4, Ry = 4, and
Rt = 2. The larger is the number of neighboring points,
the better is the performance of LBP. The P = 8 condition
has more points than the P = 4 condition and a higher
sampling rate, which generates a higher performance in
the P = 8 condition.

TABLE 8
Performance on recognizing expressions

Basic LBP Uniform Pattern
P = 4 P = 8 P = 4 P = 8

Rx = 1, Ry = 1

Rt = 2 37.24 37.44 36.40 33.13
Rt = 3 38.96 37.02 38.91 38.34
Rt = 4 36.68 40.95 36.76 40.83

Rx = 2, Ry = 2

Rt = 2 31.36 31.56 30.63 32.14
Rt = 3 32.78 32.68 32.43 32.80
Rt = 4 31.45 33.01 31.70 32.50

Rx = 3, Ry = 3

Rt = 2 33.33 34.12 33.02 34.88
Rt = 3 31.84 31.30 31.53 34.14
Rt = 4 32.92 31.55 33.28 35.26

Rx = 4, Ry = 4

Rt = 2 28.50 36.05 28.09 32.66
Rt = 3 30.31 34.41 30.58 34.45
Rt = 4 32.43 37.69 31.46 36.91

5 DISCUSSION AND CONCLUSION

In this paper, we describe a new facial expression
database, the CAS(ME)2, which contains both expression
samples in long video streams (Part A) that can be em-
ployed for macro-expression and micro-expression spot-
ting from long videos and cropped expression samples
with frames from onset to offset (Part B, 357 expression
samples, comprising 300 macro-expression samples and
57 micro-expression samples) that can be employed for
automatic expression recognition training. These expres-
sion samples were collected from the same individuals
in the same experimental conditions. This database may
enable researchers to develop more efficient algorithms
to extract features that are capable of spotting and
discriminating macro-expressions and micro-expressions
from long videos.

Considering the unique features of micro-
expressions, which occur rapidly, partially (on either the
upper face or the lower face) and are low in intensity,
the emotional labeling of these facial expressions is
only based on the corresponding AUs, and the emotion
types that are associated with the videos that evoked
them may not be sufficiently precise. To improve the
validity of emotional labeling when constructing the
presented database, we also collected self-reports of

the participants’ emotions for each expression sample.
The emotion labeling of each sample was based on a
combination of the FACS AUs, the emotion type of the
emotion-evoking videos and the self-reported emotions.
This labeling method should considerably enhance
the precision of the emotion category assignment. In
addition, the three labels are independent and will be
accessible when the database is published, to enable
researchers to access specific expressions in the database.

Because the movement of micro-expression is very
subtle, automatic detection of micro-expression is signif-
icantly influenced by factors such as illumination and
head movements, which invoke a larger change than
micro-expression-related facial changes. These factors
make the automatic detection of micro-expression chal-
lenging. In addition, micro-expressions tend to occur
with eye blinks, which increases the difficulty of correct-
ly detecting micro-expressions. Therefore, the spotting
rate of micro-expressions is very low (the highest result
was approximately 40% in this evaluation).

Because research on the automatic detection of micro-
expression is developing, we attempted to begin with
a database in which data were collected in relatively
rigid and controlled experimental settings (controlled il-
lumination and head movements). We achieved a rather
low detection rate with our detection methods. This
result implies that future studies may have to elabo-
rate and improve the current methods to better detect
micro-expressions. Due to the inherent low and subtle
intensity of micro-expressions, future studies may have
to approach and develop new methods for addressing
micro-expression detection problems in long videos.

Due to the difficulties encountered in micro-
expression elicitation and the extremely time-consuming
nature of manual coding, the size of the micro-expression
sample pool in the current version of the database may
not be completely sufficient. In the previous micro-
expression databases, the sample size was usually small
(e.g., USF-HD with 100 samples, SMIC with 77 samples).
In the current database, we established stricter criteria
for selecting the samples. We removed facial movements
without emotion meaning according to the participants’
self-reported emotions, such as nose blowing and eye
blinking. This operation reduces the sample size but
creates a ”cleaner” database. Regarding the issue of
frame rate, a 30 fps video camera was employed and
this is relatively low frame rate compared with those
used in recently published databases. We intend to
enrich the sample pool by eliciting additional micro-
expression samples to provide researchers with suf-
ficient testing and training data and to use cameras
with higher frame rates in the future.The CAS(ME)2

database is online public available now for testing (see
http://fu.psych.ac.cn/CASME/cas(me)2-en.php for de-
tails).
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